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Setting Scope 

The first step in any performance check of 
FSM must be setting the scope and agreeing a 
defined, quantifiable success metric. 
 
There are different obstacles when setting the 
scope and success metrics depending on 
whether the performance review originates 
from a support request or as a general health 
check of the system. 
 
In both cases, though, the aim should be to 
determine what the business priority is in terms 
of performance and to give a commitment on 
best efforts but not to a specific speed or 
timing. 
 
E.g. óFocus will be on ensuring new tasks 
reach the engineers device as fast as possibleô 
rather than óall screens will load in under 3 
seconds.ô 

Setting scope on support issue 
performance investigations 

 
The scope and success metrics can be easier 
on a support issue investigation as this can be 
easily constrained to the area that triggered 
the support request and a return to the 
previous level of performance prior to the 
trigger.  
 
It is still important to confirm this before 
starting and not rely on assumptions, however, 
as often memories of previous performance 
differ depending on peoples experience, 
priorities in the system can differ and 
investigations into the original issue can 
sometimes reveal greater underlying issues 
with higher impact. 

Setting scope on Health Check 
performance investigations  

 
Health Checks for FSM can be highly 
problematic if no scope and success metrics 
are set early. FSMôs high level of flexibility 
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trades off against a referenceable performance 
level. 
 
This may require a lengthier discovery period 
prior to investigation to work with the customer 
to confirm where their absolute priority 
business areas are. 
 
Often the customer will be looking for IFS to hit 
a particular target due to a limitation from 
elsewhere in their company (either a 
commitment they have made to their 
customers or another applications 
requirements). We should not guarantee this 
will be met but we can agree to use it as 
something to aim for. 

Upgrades 

Usually there is a trigger for a drop in FSM 
performance and often this can be tracked 
down to a recent upgrade. 
 
It is important to check early on in a 
performance investigation if there has been a 
recent upgrade at the time the performance 
dropped. 
The customer should be able to advise this if 
asked. 
 
There should have been a levelling of testing 
in a relevant test environment prior to an 
upgrade of the production environment but 
often performance issues cannot be accounted 
for in a test scenario. 
 
The first step is to confirm who performed the 
update. If this was performed by IFS, we can 
check internally with the individuals who did 
this if there were any errors or anything out of 
the ordinary that may account for the 
performance change. 
 
If this was performed by a partner or by the 
customer themselves it should be checked if 
the upgrade was done as per the installation 
guide 

 

(copies are held in the product updates area of 
community.ifs.com) packaged with the installer 
as deviations from the guide can lead to 
unstable setups that do not leave much 
evidence short of a full, thorough investigation 
of the system. Be sure to use the guide that 
relates to the version and the type (on 
premise, Azure etc) of installation. 
In these cases, where changes have been 
made, it is best to try the upgrade again 
following the install steps and see if this 
corrects the issue. 
 
The next step is to check the release notes for 
the new version for any changes to areas 
particularly affected by the performance drop. 
The release notes are again held in the 
product updates area of community.ifs.com. 
  
If the upgrade has been performed as per the 
documented instructions and there are no 
relevant details in the release notes, then the 
originating area for the performance drop 
needs to be discovered (if not already known) 

Finding the Origin 

Before FSM is interrogated fully it is best to 
confirm the main origin of the performance 
issue. It may be that there is some other 
process or application, separate from FSMôs 
workings but within the same infrastructure, 
causing enough issues on the server to knock 
to the FSM performance as well. 
 

Find the Problem Process 

 
To confirm the issue is within the FSM process 
itself the processes on the application server 
need to be checked. 
Once on the server open the task manager by 
right clicking the windows tool bar and 
selecting task manager, search for it in the 
search at the bottom of the screen or select 
task manager from the server lock screen. 
 
Once open you should see something like 
below: 

https://community.ifs.com/fsm-product-updates-114
https://community.ifs.com/fsm-product-updates-114
https://community.ifs.com/fsm-product-updates-114
https://community.ifs.com/fsm-product-updates-114
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If the issue is on this server then you would 
expect to see either CPU and/or Memory to 
have near 100% above them. 
 
Click the column that is near 100% to order the 
processes by how much CPU or Memory they 
are using. The top of the list is likely where the 
issue is coming from. The FSM process is 
called FSM and has the IFS logo so it should 
be easy to spot (can be seen in the screenshot 
above). 
 
An alternative or good additional step is to 
view the details tab on the task manager 
window: 

 
 
It may be that the main FSM process is not the 
top running one, but it could still originate from 
FSM if one of the IIS Worker Processes is 
high.  
 
On the details tab you can see these are called 
w3wp.exe and in the Username field it will 
indicate that it is for FSM as seen in the 
screenshot above. 
You can, again, order this screen by CPU or 
Memory to make it easier to find the problem 
process. 
 
If the app server is showing usage below the 
80% area for CPU and Memory, then it may be 
that the issue is coming from another server. 
The above steps should then be repeated for 

each app server and then, if there is still no 
issue found, on any database servers. If the 
database server shows the Oracle or SQL 
database as the top process, then a trace will 
need to be done to determine the origin as 
there could be multiple databases for multiple 
different applications in the same setup. 
Tracing is covered in the database section of 
this guide later. 
 

What if the Problem Process is Not 
Related to FSM? 

 
If the top process on the maxed-out server is 
not related to FSM, then this will first need to 
be worked through with the relevant support 
for this third-party app. 
As this is separate from FSM there is not much 
IFS can do other than provide the detail of the 
process to the customer and why it has been 
indicated as a source of concern for the 
customer to then investigate with any relevant 
external support teams. 
 
If IFS support the server environment, then the 
investigation should be handed over to the 
relevant team although that falls outside the 
scope of this guide. 
 
If the performance is still an issue after the 
problem process is resolved, then investigation 
can restart but the scope and success metrics 
should be reviewed and confirmed to still be 
relevant. 
 

What if There is no Problem 
Process? 

 
It is possible to get impaired performance 
without this showing as an intense use of CPU 
or Memory on any server. 
Often these issues will be setup related such 
as a firewall blocking traffic, a service not 
running or incompatible versions or types of 
OS, drivers, databases etc.  
In these cases, continue through the guide but 
with a special attention to comparison to 
baseline setups. The requirements for servers 
and databases can be found in the installation 
guide referenced in the Upgrades section.  
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Initial Server Checks 

There are some quick steps that can be taken 
at the point that the process is identified as 
problematic. These may not solve the issue 
but will provide helpful information to guide the 
investigation down the line. 

Retrieving a Dump File 

 
If a problem process is identified, then the first 
step should be to attempt to retrieve a dump 
file of the process whilst the performance issue 
is occurring. This will give information on 
exactly what is going on in the process. 
To do this right click on the process in Task 
Manager and select Create dump file 
 

 
 
This can take some time as the server will 
already be slow due to the performance issue. 
If it cannot be obtained, then the other logs will 
need to be used to fill in for the dump file. 

Internet Information Service (IIS), 
App Pools and Recycling the Pool 

 
The next step is to find the app pool for FSM, 
check it is running and recycle it to see if this 
relieves the issue if only temporarily. 
You should be able to find IIS in the below 
location in the server structure: 

 
 
Within here can be found the application pools 
that FSM uses to process its transactions: 
 

 
 
There should be one for the main FSM service 
and one for the Mobile service. 
 
Check that these are both showing a status of 
started. If they are not, highlight the line for the 
FSM pool that is not started and click start 
from the options on the right-hand column. 
Check that this starts and remains running. 
 
The app pools can be stopped and not restart 
correctly when there is an issue on the server 
that cause a restart, so it is best to check the 
windows server logs if the pools are found to 
be stopped. This is covered later in the guide. 
 
If the pools are started, highlight the FSM app 
pool, and then click the recycle button on the 
right. Do this for each FSM pool. You should 
see the server performance improve within 
Task Manager shortly after this but keep 
monitoring this for a while following the 
recycle. 
 
 
















